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ANEXO 3 

RFC 1112 (RESUMO)  

 
Network Working Group                                        S. Deering 
Request for Comments: 1112                          Stanford University 
Obsoletes: RFCs 988, 1054                                   August 1989 
 
 
                  Host Extensions for IP Multicasting 
 
4. HOST GROUP ADDRESSES 
 
   Host groups are identified by class D IP addresses, i.e., those with 
   "1110" as their high-order four bits.  Class E IP addresses, i.e., 
   those with "1111" as their high-order four bits, are reserved for 
   future addressing modes. 
 
   In Internet standard "dotted decimal" notation, host group addresses 
   range from 224.0.0.0 to 239.255.255.255.  The address 224.0.0.0 is 
   guaranteed not to be assigned to any group, and 224.0.0.1 is assigned 
   to the permanent group of all IP hosts (including gateways).  This is 
   used to address all multicast hosts on the directly connected 
   network.  There is no multicast address (or any other IP address) for 
   all hosts on the total Internet.  The addresses of other well-known, 
   permanent groups are to be published in "Assigned Numbers". 
 
5. MODEL OF A HOST IP IMPLEMENTATION 
 
   The multicast extensions to a host IP implementation are specified in 
   terms of the layered model illustrated below.  In this model, ICMP 
   and (for level 2 hosts) IGMP are considered to be implemented within 
   the IP module, and the mapping of IP addresses to local network 
   addresses is considered to be the responsibility of local network 
   modules.  This model is for expository purposes only, and should not 
   be construed as constraining an actual implementation. 
 
         |                                                          | 
         |              Upper-Layer Protocol Modules                | 
         |__________________________________________________________| 
 
      --------------------- IP Service Interface ----------------------- 
          __________________________________________________________ 
         |                            |              |              | 
         |                            |     ICMP     |     IGMP     | 
         |             IP             |______________|______________| 
         |           Module                                         | 
         |                                                          | 
         |__________________________________________________________| 
 
      ---------------- Local Network Service Interface ----------------- 
          __________________________________________________________ 
         |                            |                             | 
         |           Local            | IP-to-local address mapping | 
         |          Network           |         (e.g., ARP)         | 
         |          Modules           |_____________________________| 
         |      (e.g., Ethernet)                                    | 
         |                                                          | 
 
   To provide level 1 multicasting, a host IP implementation must 
   support the transmission of multicast IP datagrams.  To provide level 
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   2 multicasting, a host must also support the reception of multicast 
   IP datagrams.  Each of these two new services is described in a 
   separate section, below.  For each service, extensions are specified 
   for the IP service interface, the IP module, the local network 
   service interface, and an Ethernet local network module.  Extensions 
   to local network modules other than Ethernet are mentioned briefly, 
   but are not specified in detail. 
 
 
6. SENDING MULTICAST IP DATAGRAMS 
 
6.1. Extensions to the IP Service Interface 
 
   Multicast IP datagrams are sent using the same "Send IP" operation 
   used to send unicast IP datagrams; an upper-layer protocol module 
   merely specifies an IP host group address, rather than an individual 
   IP address, as the destination.  However, a number of extensions may 
   be necessary or desirable. 
 
   First, the service interface should provide a way for the upper-layer 
   protocol to specify the IP time-to-live of an outgoing multicast 
   datagram, if such a capability does not already exist.  If the 
   upper-layer protocol chooses not to specify a time-to-live, it should 
   default to 1 for all multicast IP datagrams, so that an explicit 
   choice is required to multicast beyond a single network. 
 
   Second, for hosts that may be attached to more than one network, the 
   service interface should provide a way for the upper-layer protocol 
   to identify which network interface is be used for the multicast 
   transmission.  Only one interface is used for the initial 
   transmission; multicast routers are responsible for forwarding to any 
   other networks, if necessary.  If the upper-layer protocol chooses 
   not to identify an outgoing interface, a default interface should be 
   used, preferably under the control of system management. 
 
   Third (level 2 implementations only), for the case in which the host 
   is itself a member of a group to which a datagram is being sent, the 
   service interface should provide a way for the upper-layer protocol 
   to inhibit local delivery of the datagram; by default, a copy of the 
   datagram is looped back.  This is a performance optimization for 
   upper-layer protocols that restrict the membership of a group to one 
   process per host (such as a routing protocol), or that handle 
   loopback of group communication at a higher layer (such as a 
   multicast transport protocol). 
 
6.2. Extensions to the IP Module 
 
   To support the sending of multicast IP datagrams, the IP module must 
   be extended to recognize IP host group addresses when routing 
   outgoing datagrams.  Most IP implementations include the following 
   logic: 
 
        if IP-destination is on the same local network, 
           send datagram locally to IP-destination 
        else 
           send datagram locally to GatewayTo( IP-destination ) 
 
   To allow multicast transmissions, the routing logic must be changed 
   to: 
 
        if IP-destination is on the same local network 
        or IP-destination is a host group, 
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           send datagram locally to IP-destination 
        else 
           send datagram locally to GatewayTo( IP-destination ) 
 
 
   If the sending host is itself a member of the destination group on 
   the outgoing interface, a copy of the outgoing datagram must be 
   looped-back for local delivery, unless inhibited by the sender. 
   (Level 2 implementations only.) 
 
   The IP source address of the outgoing datagram must be one of the 
   individual addresses corresponding to the outgoing interface. 
 
   A host group address must never be placed in the source address field 
   or anywhere in a source route or record route option of an outgoing 
   IP datagram. 
 
6.3. Extensions to the Local Network Service Interface 
 
   No change to the local network service interface is required to 
   support the sending of multicast IP datagrams.  The IP module merely 
   specifies an IP host group destination, rather than an individual IP 
   destination, when it invokes the existing "Send Local" operation. 
 
6.4. Extensions to an Ethernet Local Network Module 
 
   The Ethernet directly supports the sending of local multicast packets 
   by allowing multicast addresses in the destination field of Ethernet 
   packets.  All that is needed to support the sending of multicast IP 
   datagrams is a procedure for mapping IP host group addresses to 
   Ethernet multicast addresses. 
 
   An IP host group address is mapped to an Ethernet multicast address 
   by placing the low-order 23-bits of the IP address into the low-order 
   23 bits of the Ethernet multicast address 01-00-5E-00-00-00 (hex). 
   Because there are 28 significant bits in an IP host group address, 
   more than one host group address may map to the same Ethernet 
   multicast address. 
 
6.5. Extensions to Local Network Modules other than Ethernet 
 
   Other networks that directly support multicasting, such as rings or 
   buses conforming to the IEEE 802.2 standard, may be handled the same 
   way as Ethernet for the purpose of sending multicast IP datagrams. 
   For a network that supports broadcast but not multicast, such as the 
   Experimental Ethernet, all IP host group addresses may be mapped to a 
   single local broadcast address (at the cost of increased overhead on 
   all local hosts).  For a point-to-point link joining two hosts (or a 
   host and a multicast router), multicasts should be transmitted 
   exactly like unicasts.  For a store-and-forward network like the 
   ARPANET or a public X.25 network, all IP host group addresses might 
   be mapped to the well-known local address of an IP multicast router; 
   a router on such a network would take responsibility for completing 
   multicast delivery within the network as well as among networks. 
 
7. RECEIVING MULTICAST IP DATAGRAMS 
 
7.1. Extensions to the IP Service Interface 
 
   Incoming multicast IP datagrams are received by upper-layer protocol 
   modules using the same "Receive IP" operation as normal, unicast 
   datagrams.  Selection of a destination upper-layer protocol is based 
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   on the protocol field in the IP header, regardless of the destination 
   IP address.  However, before any datagrams destined to a particular 
   group can be received, an upper-layer protocol must ask the IP module 
   to join that group.  Thus, the IP service interface must be extended 
   to provide two new operations: 
 
                 JoinHostGroup  ( group-address, interface ) 
 
                 LeaveHostGroup ( group-address, interface ) 
 
   The JoinHostGroup operation requests that this host become a member 
   of the host group identified by "group-address" on the given network 
   interface.  The LeaveGroup operation requests that this host give up 
   its membership in the host group identified by "group-address" on the 
   given network interface.  The interface argument may be omitted on 
   hosts that support only one interface.  For hosts that may be 
   attached to more than one network, the upper-layer protocol may 
   choose to leave the interface unspecified, in which case the request 
   will apply to the default interface for sending multicast datagrams 
   (see section 6.1). 
 
   It is permissible to join the same group on more than one interface, 
   in which case duplicate multicast datagrams may be received.  It is 
   also permissible for more than one upper-layer protocol to request 
   membership in the same group. 
 
   Both operations should return immediately (i.e., they are non- 
   blocking operations), indicating success or failure.  Either 
   operation may fail due to an invalid group address or interface 
   identifier.  JoinHostGroup may fail due to lack of local resources. 
   LeaveHostGroup may fail because the host does not belong to the given 
   group on the given interface.  LeaveHostGroup may succeed, but the 
   membership persist, if more than one upper-layer protocol has 
   requested membership in the same group. 
 
7.2. Extensions to the IP Module 
 
   To support the reception of multicast IP datagrams, the IP module 
   must be extended to maintain a list of host group memberships 
   associated with each network interface.  An incoming datagram 
   destined to one of those groups is processed exactly the same way as 
   datagrams destined to one of the host's individual addresses. 
 
   Incoming datagrams destined to groups to which the host does not 
   belong are discarded without generating any error report or log 
   entry.  On hosts with more than one network interface, if a datagram 
   arrives via one interface, destined for a group to which the host 
   belongs only on a different interface, the datagram is quietly 
   discarded.  (These cases should occur only as a result of inadequate 
   multicast address filtering in a local network module.) 
 
   An incoming datagram is not rejected for having an IP time-to-live of 
   1 (i.e., the time-to-live should not automatically be decremented on 
   arriving datagrams that are not being forwarded).  An incoming 
   datagram with an IP host group address in its source address field is 
   quietly discarded.  An ICMP error message (Destination Unreachable, 
   Time Exceeded, Parameter Problem, Source Quench, or Redirect) is 
   never generated in response to a datagram destined to an IP host 
   group. 
 
   The list of host group memberships is updated in response to 
   JoinHostGroup and LeaveHostGroup requests from upper-layer protocols. 
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   Each membership should have an associated reference count or similar 
   mechanism to handle multiple requests to join and leave the same 
   group.  On the first request to join and the last request to leave a 
   group on a given interface, the local network module for that 
   interface is notified, so that it may update its multicast reception 
   filter (see section 7.3). 
 
   The IP module must also be extended to implement the IGMP protocol, 
   specified in Appendix I. IGMP is used to keep neighboring multicast 
   routers informed of the host group memberships present on a 
   particular local network.  To support IGMP, every level 2 host must 
   join the "all-hosts" group (address 224.0.0.1) on each network 
   interface at initialization time and must remain a member for as long 
   as the host is active. 
   (Datagrams addressed to the all-hosts group are recognized as a 
   special case by the multicast routers and are never forwarded beyond 
   a single network, regardless of their time-to-live.  Thus, the all- 
   hosts address may not be used as an internet-wide broadcast address. 
   For the purpose of IGMP, membership in the all-hosts group is really 
   necessary only while the host belongs to at least one other group. 
   However, it is specified that the host shall remain a member of the 
   all-hosts group at all times because (1) it is simpler, (2) the 
   frequency of reception of unnecessary IGMP queries should be low 
   enough that overhead is negligible, and (3) the all-hosts address may 
   serve other routing-oriented purposes, such as advertising the 
   presence of gateways or resolving local addresses.) 
 
7.3. Extensions to the Local Network Service Interface 
 
   Incoming local network multicast packets are delivered to the IP 
   module using the same "Receive Local" operation as local network 
   unicast packets.  To allow the IP module to tell the local network 
   module which multicast packets to accept, the local network service 
   interface is extended to provide two new operations: 
 
                      JoinLocalGroup  ( group-address ) 
 
                      LeaveLocalGroup ( group-address ) 
 
   where "group-address" is an IP host group address.  The 
   JoinLocalGroup operation requests the local network module to accept 
   and deliver up subsequently arriving packets destined to the given IP 
   host group address.  The LeaveLocalGroup operation requests the local 
   network module to stop delivering up packets destined to the given IP 
   host group address.  The local network module is expected to map the 
   IP host group addresses to local network addresses as required to 
   update its multicast reception filter.  Any local network module is 
   free to ignore LeaveLocalGroup requests, and may deliver up packets 
   destined to more addresses than just those specified in 
   JoinLocalGroup requests, if it is unable to filter incoming packets 
   adequately. 
 
   The local network module must not deliver up any multicast packets 
   that were transmitted from that module; loopback of multicasts is 
   handled at the IP layer or higher. 
 
7.4. Extensions to an Ethernet Local Network Module 
 
   To support the reception of multicast IP datagrams, an Ethernet 
   module must be able to receive packets addressed to the Ethernet 
   multicast addresses that correspond to the host's IP host group 
   addresses.  It is highly desirable to take advantage of any address 
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   filtering capabilities that the Ethernet hardware interface may have, 
   so that the host receives only those packets that are destined to it. 
 
   Unfortunately, many current Ethernet interfaces have a small limit on 
   the number of addresses that the hardware can be configured to 
   recognize.  Nevertheless, an implementation must be capable of 
   listening on an arbitrary number of Ethernet multicast addresses, 
   which may mean "opening up" the address filter to accept all 
   multicast packets during those periods when the number of addresses 
   exceeds the limit of the filter. 
 
   For interfaces with inadequate hardware address filtering, it may be 
   desirable (for performance reasons) to perform Ethernet address 
   filtering within the software of the Ethernet module.  This is not 
   mandatory, however, because the IP module performs its own filtering 
   based on IP destination addresses. 
 
APPENDIX I. INTERNET GROUP MANAGEMENT PROTOCOL (IGMP) 
 
   The Internet Group Management Protocol (IGMP) is used by IP hosts to 
   report their host group memberships to any immediately-neighboring 
   multicast routers.  IGMP is an asymmetric protocol and is specified 
   here from the point of view of a host, rather than a multicast 
   router.  (IGMP may also be used, symmetrically or asymmetrically, 
   between multicast routers.  Such use is not specified here.) 
 
   Like ICMP, IGMP is a integral part of IP.  It is required to be 
   implemented by all hosts conforming to level 2 of the IP multicasting 
   specification.  IGMP messages are encapsulated in IP datagrams, with 
   an IP protocol number of 2.  All IGMP messages of concern to hosts 
   have the following format: 
 
       0                   1                   2                   3 
       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
      |Version| Type  |    Unused     |           Checksum            | 
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
      |                         Group Address                         | 
      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
 
      Version 
 
         This memo specifies version 1 of IGMP.  Version 0 is specified 
         in RFC-988 and is now obsolete. 
 
      Type 
 
         There are two types of IGMP message of concern to hosts: 
 
            1 = Host Membership Query 
            2 = Host Membership Report 
 
      Unused 
 
         Unused field, zeroed when sent, ignored when received. 
 
      Checksum 
 
         The checksum is the 16-bit one's complement of the one's 
         complement sum of the 8-octet IGMP message.  For computing 
         the checksum, the checksum field is zeroed. 
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      Group Address 
 
         In a Host Membership Query message, the group address field 
         is zeroed when sent, ignored when received. 
 
         In a Host Membership Report message, the group address field 
         holds the IP host group address of the group being reported. 
 
Informal Protocol Description 
 
   Multicast routers send Host Membership Query messages (hereinafter 
   called Queries) to discover which host groups have members on their 
   attached local networks.  Queries are addressed to the all-hosts 
   group (address 224.0.0.1), and carry an IP time-to-live of 1. 
 
   Hosts respond to a Query by generating Host Membership Reports 
   (hereinafter called Reports), reporting each host group to which they 
   belong on the network interface from which the Query was received. 
   In order to avoid an "implosion" of concurrent Reports and to reduce 
   the total number of Reports transmitted, two techniques are used: 
 
      1. When a host receives a Query, rather than sending Reports 
         immediately, it starts a report delay timer for each of its 
         group memberships on the network interface of the incoming 
         Query.  Each timer is set to a different, randomly-chosen 
         value between zero and D seconds.  When a timer expires, a 
         Report is generated for the corresponding host group.  Thus, 
         Reports are spread out over a D second interval instead of 
         all occurring at once. 
 
      2. A Report is sent with an IP destination address equal to the 
         host group address being reported, and with an IP 
         time-to-live of 1, so that other members of the same group on 
         the same network can overhear the Report.  If a host hears a 
         Report for a group to which it belongs on that network, the 
         host stops its own timer for that group and does not generate 
         a Report for that group.  Thus, in the normal case, only one 
         Report will be generated for each group present on the 
         network, by the member host whose delay timer expires first. 
         Note that the multicast routers receive all IP multicast 
         datagrams, and therefore need not be addressed explicitly. 
         Further note that the routers need not know which hosts 
         belong to a group, only that at least one host belongs to a 
         group on a particular network. 
 
   There are two exceptions to the behavior described above.  First, if 
   a report delay timer is already running for a group membership when a 
   Query is received, that timer is not reset to a new random value, but 
   rather allowed to continue running with its current value.  Second, a 
   report delay timer is never set for a host's membership in the all- 
   hosts group (224.0.0.1), and that membership is never reported. 
 
   If a host uses a pseudo-random number generator to compute the 
   reporting delays, one of the host's own individual IP address should 
   be used as part of the seed for the generator, to reduce the chance 
   of multiple hosts generating the same sequence of delays. 
 
   A host should confirm that a received Report has the same IP host 
   group address in its IP destination field and its IGMP group address 
   field, to ensure that the host's own Report is not cancelled by an 
   erroneous received Report.  A host should quietly discard any IGMP 
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   message of type other than Host Membership Query or Host Membership 
   Report. 
 
   Multicast routers send Queries periodically to refresh their 
   knowledge of memberships present on a particular network.  If no 
   Reports are received for a particular group after some number of 
   Queries, the routers assume that that group has no local members and 
   that they need not forward remotely-originated multicasts for that 
   group onto the local network.  Queries are normally sent infrequently 
   (no more than once a minute) so as to keep the IGMP overhead on hosts 
   and networks very low.  However, when a multicast router starts up, 
   it may issue several closely-spaced Queries in order to build up its 
   knowledge of local memberships quickly. 
 
   When a host joins a new group, it should immediately transmit a 
   Report for that group, rather than waiting for a Query, in case it is 
   the first member of that group on the network.  To cover the 
   possibility of the initial Report being lost or damaged, it is 
   recommended that it be repeated once or twice after short delays.  (A 
   simple way to accomplish this is to act as if a Query had been 
   received for that group only, setting the group's random report delay 
   timer.  The state transition diagram below illustrates this 
   approach.) 
 
   Note that, on a network with no multicast routers present, the only 
   IGMP traffic is the one or more Reports sent whenever a host joins a 
   new group. 
 
State Transition Diagram 
 
   IGMP behavior is more formally specified by the state transition 
   diagram below.  A host may be in one of three possible states, with 
   respect to any single IP host group on any single network interface: 
 
      - Non-Member state, when the host does not belong to the group 
        on the interface.  This is the initial state for all 
        memberships on all network interfaces; it requires no storage 
        in the host. 
 
      - Delaying Member state, when the host belongs to the group on 
        the interface and has a report delay timer running for that 
        membership. 
 
      - Idle Member state, when the host belongs to the group on the 
        interface and does not have a report delay timer running for 
        that membership. 
 
   There are five significant events that can cause IGMP state 
   transitions: 
 
      - "join group" occurs when the host decides to join the group on 
        the interface.  It may occur only in the Non-Member state. 
 
      - "leave group" occurs when the host decides to leave the group 
        on the interface.  It may occur only in the Delaying Member 
        and Idle Member states. 
 
      - "query received" occurs when the host receives a valid IGMP 
        Host Membership Query message.  To be valid, the Query message 
        must be at least 8 octets long, have a correct IGMP 
        checksum and have an IP destination address of 224.0.0.1. 
        A single Query applies to all memberships on the 
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        interface from which the Query is received.  It is ignored for 
        memberships in the Non-Member or Delaying Member state. 
 
      - "report received" occurs when the host receives a valid IGMP 
        Host Membership Report message.  To be valid, the Report 
        message must be at least 8 octets long, have a correct IGMP 
        checksum, and contain the same IP host group address in its IP 
        destination field and its IGMP group address field.  A Report 
        applies only to the membership in the group identified by the 
        Report, on the interface from which the Report is received. 
        It is ignored for memberships in the Non-Member or Idle Member 
        state. 
 
      - "timer expired" occurs when the report delay timer for the 
        group on the interface expires.  It may occur only in the 
        Delaying Member state. 
 
   All other events, such as receiving invalid IGMP messages, or IGMP 
   messages other than Query or Report, are ignored in all states. 
 
   There are three possible actions that may be taken in response to the 
   above events: 
 
      - "send report" for the group on the interface. 
 
      - "start timer" for the group on the interface, using a random 
        delay value between 0 and D seconds. 
 
      - "stop timer" for the group on the interface. 
 
   In the following diagram, each state transition arc is labelled with 
   the event that causes the transition, and, in parentheses, any 
   actions taken during the transition. 
 
                              ________________ 
                             |                | 
                             |                | 
                             |                | 
                             |                | 
                   --------->|   Non-Member   |<--------- 
                  |          |                |          | 
                  |          |                |          | 
                  |          |                |          | 
                  |          |________________|          | 
                  |                   |                  | 
                  | leave group       | join group       | leave group 
                  | (stop timer)      |(send report,     | 
                  |                   | start timer)     | 
          ________|________           |          ________|________ 
         |                 |<---------          |                 | 
         |                 |                    |                 | 
         |                 |<-------------------|                 | 
         |                 |   query received   |                 | 
         | Delaying Member |    (start timer)   |   Idle Member   | 
         |                 |------------------->|                 | 
         |                 |   report received  |                 | 
         |                 |    (stop timer)    |                 | 
         |_________________|------------------->|_________________| 
                                timer expired 
                                (send report) 
 
   The all-hosts group (address 224.0.0.1) is handled as a special case. 
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   The host starts in Idle Member state for that group on every 
   interface, never transitions to another state, and never sends a 
   report for that group. 
 
Protocol Parameters 
 
   The maximum report delay, D, is 10 seconds. 
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RFC 1700 (RESUMO) 

 
 
INTERNET MULTICAST ADDRESSES 
 
(last updated 2002-05-02) 
 
Host Extensions for IP Multicasting [RFC1112] specifies the extensions 
required of a host implementation of the Internet Protocol (IP) to 
support multicasting.  The multicast addressess are in the range 
224.0.0.0 through 239.255.255.255. Current addresses are listed below. 
 
The range of addresses between 224.0.0.0 and 224.0.0.255, inclusive, 
is reserved for the use of routing protocols and other low-level 
topology discovery or maintenance protocols, such as gateway discovery 
and group membership reporting.  Multicast routers should not forward 
any multicast datagram with destination addresses in this range, 
regardless of its TTL. 
 
224.0.0.0 - 224.0.0.255  (224.0.0/24) Local Network Control Block 
------------------------------------------------------------------ 
 
224.0.0.0  Base Address (Reserved)                   [RFC1112,JBP] 
224.0.0.1  All Systems on this Subnet                [RFC1112,JBP] 
224.0.0.2  All Routers on this Subnet                        [JBP] 
224.0.0.3  Unassigned                                        [JBP] 
224.0.0.4  DVMRP    Routers                          [RFC1075,JBP] 
224.0.0.5  OSPFIGP  OSPFIGP All Routers             [RFC2328,JXM1] 
224.0.0.6  OSPFIGP  OSPFIGP Designated Routers      [RFC2328,JXM1] 
224.0.0.7  ST Routers                               [RFC1190,KS14] 
224.0.0.8  ST Hosts                                 [RFC1190,KS14] 
224.0.0.9  RIP2 Routers                            [RFC1723,GSM11] 
224.0.0.10 IGRP Routers                                [Farinacci] 
224.0.0.11 Mobile-Agents                            [Bill Simpson] 
224.0.0.12 DHCP Server / Relay Agent                     [RFC1884] 
224.0.0.13 All PIM Routers                             [Farinacci] 
224.0.0.14 RSVP-ENCAPSULATION                             [Braden] 
224.0.0.15 all-cbt-routers                             [Ballardie] 
224.0.0.16 designated-sbm       [Baker] 
224.0.0.17 all-sbms        [Baker] 
224.0.0.18 VRRP                                           [Hinden] 
224.0.0.19 IPAllL1ISs          [Przygienda] 
224.0.0.20 IPAllL2ISs          [Przygienda] 
224.0.0.21 IPAllIntermediate Systems        [Przygienda] 
224.0.0.22 IGMP       [Deering] 
224.0.0.23 GLOBECAST-ID                                 [Scannell] 
224.0.0.24 Unassigned                                        [JBP] 
224.0.0.25 router-to-switch                                   [Wu] 
224.0.0.26 Unassigned                                        [JBP] 
224.0.0.27 Al MPP Hello                               [Martinicky]   
224.0.0.28 ETC Control                               [Polishinski] 
224.0.0.29 GE-FANUC                                        [Wacey] 
224.0.0.30 indigo-vhdp                                   [Caughie] 
224.0.0.31 shinbroadband                       [Kittivatcharapong]    
224.0.0.32 digistar                                       [Kerkan] 
224.0.0.33 ff-system-management                          [Glanzer]  
224.0.0.34 pt2-discover                             [Kammerlander] 
224.0.0.35 DXCLUSTER                                     [Koopman] 
224.0.0.36 DTCP Announcement                             [Cipiere]  
224.0.0.37-224.0.0.68 zeroconfaddr   (renew 12/02)       [Guttman] 
224.0.0.69-224.0.0.100 Reserved                             [IANA] 
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224.0.0.101 cisco-nhap                                     [Bakke] 
224.0.0.102 HSRP                                          [Wilson] 
224.0.0.103 MDAP                                           [Deleu] 
224.0.0.104-224.0.0.250 Unassigned                           [JBP] 
224.0.0.251 mDNS                                        [Cheshire] 
224.0.0.252-224.0.0.255 Unassigned                           [JBP] 
 
224.0.1.0 - 224.0.1.255  (224.0.1/24) Internetwork Control Block 
---------------------------------------------------------------- 
 
224.0.1.0  VMTP Managers Group                     [RFC1045,DRC3] 
224.0.1.1  NTP      Network Time Protocol           [RFC1119,DLM1] 
224.0.1.2  SGI-Dogfight                                      [AXC] 
224.0.1.3  Rwhod                                             [SXD] 
224.0.1.4  VNP                                              [DRC3]        
224.0.1.5  Artificial Horizons - Aviator                     [BXF] 
224.0.1.6  NSS - Name Service Server                        [BXS2] 
224.0.1.7  AUDIONEWS - Audio News Multicast                 [MXF2] 
224.0.1.8  SUN NIS+ Information Service                     [CXM3] 
224.0.1.9  MTP Multicast Transport Protocol                  [SXA] 
224.0.1.10 IETF-1-LOW-AUDIO                                  [SC3] 
224.0.1.11 IETF-1-AUDIO                                      [SC3] 
224.0.1.12 IETF-1-VIDEO                                      [SC3] 
224.0.1.13 IETF-2-LOW-AUDIO                                  [SC3] 
224.0.1.14 IETF-2-AUDIO                                      [SC3] 
224.0.1.15 IETF-2-VIDEO                                      [SC3] 
224.0.1.16 MUSIC-SERVICE                        [Guido van Rossum] 
224.0.1.17 SEANET-TELEMETRY                        [Andrew Maffei] 
224.0.1.18 SEANET-IMAGE                            [Andrew Maffei] 
224.0.1.19 MLOADD                                         [Braden] 
224.0.1.20 any private experiment                            [JBP] 
224.0.1.21 DVMRP on MOSPF                               [John Moy] 
224.0.1.22 SVRLOC                                       [Veizades] 
224.0.1.23 XINGTV                                         [Gordon] 
224.0.1.24 microsoft-ds                    <arnoldm@microsoft.com> 
224.0.1.25 nbc-pro                      <bloomer@birch.crd.ge.com> 
224.0.1.26 nbc-pfn                      <bloomer@birch.crd.ge.com> 
224.0.1.27 lmsc-calren-1                                    [Uang] 
224.0.1.28 lmsc-calren-2                                    [Uang] 
224.0.1.29 lmsc-calren-3                                    [Uang] 
224.0.1.30 lmsc-calren-4                                    [Uang] 
224.0.1.31 ampr-info                                     [Janssen] 
224.0.1.32 mtrace                                         [Casner] 
224.0.1.33 RSVP-encap-1                                   [Braden] 
224.0.1.34 RSVP-encap-2                                   [Braden] 
224.0.1.35 SVRLOC-DA                                    [Veizades] 
224.0.1.36 rln-server                                       [Kean] 
224.0.1.37 proshare-mc                                     [Lewis] 
224.0.1.38 dantz                                           [Zulch] 
224.0.1.39 cisco-rp-announce                           [Farinacci] 
224.0.1.40 cisco-rp-discovery                          [Farinacci] 
224.0.1.41 gatekeeper                                       [Toga] 
224.0.1.42 iberiagames                                   [Marocho] 
224.0.1.43 nwn-discovery                                 [Zwemmer] 
224.0.1.44 nwn-adaptor                                   [Zwemmer] 
224.0.1.45 isma-1                                          [Dunne] 
224.0.1.46 isma-2                                          [Dunne] 
224.0.1.47 telerate       [Peng] 
224.0.1.48 ciena                                         [Rodbell] 
224.0.1.49 dcap-servers                                  [RFC2114] 
224.0.1.50 dcap-clients         [RFC2114] 
224.0.1.51 mcntp-directory      [Rupp] 
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224.0.1.52 mbone-vcr-directory     [Holfelder] 
224.0.1.53 heartbeat          [Mamakos] 
224.0.1.54 sun-mc-grp      [DeMoney] 
224.0.1.55 extended-sys               [Poole] 
224.0.1.56 pdrncs          [Wissenbach] 
224.0.1.57 tns-adv-multi       [Albin] 
224.0.1.58 vcals-dmu      [Shindoh] 
224.0.1.59 zuba                                          [Jackson] 
224.0.1.60 hp-device-disc                               [Albright] 
224.0.1.61 tms-production                                 [Gilani] 
224.0.1.62 sunscalar       [Gibson] 
224.0.1.63 mmtp-poll                                    [Costales] 
224.0.1.64 compaq-peer        [Volpe] 
224.0.1.65 iapp         [Meier] 
224.0.1.66 multihasc-com          [Brockbank] 
224.0.1.67 serv-discovery      [Honton] 
224.0.1.68 mdhcpdisover             [RFC2730] 
224.0.1.69 MMP-bundle-discovery1                          [Malkin] 
224.0.1.70 MMP-bundle-discovery2                          [Malkin] 
224.0.1.71 XYPOINT DGPS Data Feed                          [Green] 
224.0.1.72 GilatSkySurfer         [Gal] 
224.0.1.73 SharesLive                                     [Rowatt] 
224.0.1.74 NorthernData              [Sheers] 
224.0.1.75 SIP                 [Schulzrinne] 
224.0.1.76 IAPP                                          [Moelard] 
224.0.1.77 AGENTVIEW                [Iyer] 
224.0.1.78 Tibco Multicast1                                 [Shum] 
224.0.1.79 Tibco Multicast2                                 [Shum] 
224.0.1.80 MSP                                             [Caves] 
224.0.1.81 OTT (One-way Trip Time)                      [Schwartz]   
224.0.1.82 TRACKTICKER                                    [Novick] 
224.0.1.83 dtn-mc                                         [Gaddie] 
224.0.1.84 jini-announcement          [Scheifler] 
224.0.1.85 jini-request                                [Scheifler] 
224.0.1.86 sde-discovery     [Aronson] 
224.0.1.87 DirecPC-SI       [Dillon]  
224.0.1.88 B1RMonitor                                    [Purkiss] 
224.0.1.89 3Com-AMP3 dRMON                               [Banthia]  
224.0.1.90 imFtmSvc                                       [Bhatti] 
224.0.1.91 NQDS4        [Flynn] 
224.0.1.92 NQDS5        [Flynn] 
224.0.1.93 NQDS6        [Flynn] 
224.0.1.94 NLVL12        [Flynn] 
224.0.1.95 NTDS1        [Flynn] 
224.0.1.96 NTDS2        [Flynn] 
224.0.1.97 NODSA        [Flynn]  
224.0.1.98 NODSB        [Flynn] 
224.0.1.99 NODSC        [Flynn] 
224.0.1.100 NODSD        [Flynn] 
224.0.1.101 NQDS4R        [Flynn] 
224.0.1.102 NQDS5R        [Flynn] 
224.0.1.103 NQDS6R        [Flynn] 
224.0.1.104 NLVL12R        [Flynn] 
224.0.1.105 NTDS1R        [Flynn] 
224.0.1.106 NTDS2R        [Flynn] 
224.0.1.107 NODSAR        [Flynn]  
224.0.1.108 NODSBR        [Flynn] 
224.0.1.109 NODSCR        [Flynn] 
224.0.1.110 NODSDR        [Flynn] 
224.0.1.111 MRM           [Wei] 
224.0.1.112 TVE-FILE         [Blackketter] 
224.0.1.113 TVE-ANNOUNCE        [Blackketter] 
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224.0.1.114 Mac Srv Loc                                 [Woodcock] 
224.0.1.115 Simple Multicast                           [Crowcroft] 
224.0.1.116 SpectraLinkGW    [Hamilton] 
224.0.1.117 dieboldmcast              [Marsh] 
224.0.1.118 Tivoli Systems                               [Gabriel] 
224.0.1.119 pq-lic-mcast      [Sledge] 
224.0.1.120 HYPERFEED          [Kreutzjans] 
224.0.1.121 Pipesplatform                                [Dissett]  
224.0.1.122 LiebDevMgmg-DM      [Velten] 
224.0.1.123 TRIBALVOICE            [Thompson] 
224.0.1.124 Unassigned (Retracted 1/29/01) 
224.0.1.125 PolyCom Relay1                              [Coutiere] 
224.0.1.126 Infront Multi1           [Lindeman] 
224.0.1.127 XRX DEVICE DISC        [Wang] 
224.0.1.128 CNN                                            [Lynch] 
224.0.1.129 PTP-primary       [Eidson] 
224.0.1.130 PTP-alternate1      [Eidson] 
224.0.1.131 PTP-alternate2      [Eidson] 
224.0.1.132 PTP-alternate3      [Eidson] 
224.0.1.133 ProCast       [Revzen] 
224.0.1.134 3Com Discp        [White] 
224.0.1.135 CS-Multicasting                               [Stanev] 
224.0.1.136 TS-MC-1           [Sveistrup] 
224.0.1.137 Make Source         [Daga] 
224.0.1.138 Teleborsa           [Strazzera] 
224.0.1.139 SUMAConfig      [Wallach] 
224.0.1.140 Unassigned 
224.0.1.141 DHCP-SERVERS        [Hall] 
224.0.1.142 CN Router-LL    [Armitage]  
224.0.1.143 EMWIN     [Querubin] 
224.0.1.144 Alchemy Cluster    [O'Rourke] 
224.0.1.145 Satcast One       [Nevell] 
224.0.1.146 Satcast Two       [Nevell] 
224.0.1.147 Satcast Three      [Nevell] 
224.0.1.148 Intline           [Sliwinski] 
224.0.1.149 8x8 Multicast       [Roper] 
224.0.1.150 Unassigned                                       [JBP] 
224.0.1.151 Intline-1                                  [Sliwinski] 
224.0.1.152 Intline-2                                  [Sliwinski] 
224.0.1.153 Intline-3                                  [Sliwinski] 
224.0.1.154 Intline-4                                  [Sliwinski] 
224.0.1.155 Intline-5                                  [Sliwinski] 
224.0.1.156 Intline-6                                  [Sliwinski] 
224.0.1.157 Intline-7                                  [Sliwinski] 
224.0.1.158 Intline-8                                  [Sliwinski] 
224.0.1.159 Intline-9                                  [Sliwinski] 
224.0.1.160 Intline-10                                 [Sliwinski] 
224.0.1.161 Intline-11                                 [Sliwinski] 
224.0.1.162 Intline-12                                 [Sliwinski] 
224.0.1.163 Intline-13                                 [Sliwinski] 
224.0.1.164 Intline-14                                 [Sliwinski] 
224.0.1.165 Intline-15                                 [Sliwinski] 
224.0.1.166 marratech-cc                                  [Parnes] 
224.0.1.167 EMS-InterDev                                    [Lyda] 
224.0.1.168 itb301                                      [Rueskamp] 
224.0.1.169 rtv-audio                                      [Adams] 
224.0.1.170 rtv-video                                      [Adams] 
224.0.1.171 HAVI-Sim                                  [Wasserroth] 
224.0.1.172 Nokia Cluster                               [O'Rourke] 
224.0.1.173 host-request                              [K.Thompson]   
224.0.1.174 host-announce                             [K.Thompson]   
224.0.1.175 ptk-cluster                                  [Hodgson] 
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224.0.1.176 Proxim Protocol                               [Shukla]   
224.0.1.177-224.0.1.255  Unassigned                          [JBP] 
224.0.2.1  "rwho" Group (BSD) (unofficial)                   [JBP] 
224.0.2.2  SUN RPC PMAPPROC_CALLIT                          [BXE1] 
 
224.0.2.0 - 224.0.255.0   AD-HOC Block 
-------------------------------------- 
 
224.0.2.064-224.0.2.095 SIAC MDD Service                     [Tse] 
224.0.2.096-224.0.2.127 CoolCast                       [Ballister] 
224.0.2.128-224.0.2.191 WOZ-Garage         [Marquardt] 
224.0.2.192-224.0.2.255 SIAC MDD Market Service          [Lamberg] 
224.0.3.000-224.0.3.255 RFE Generic Service                 [DXS3] 
224.0.4.000-224.0.4.255 RFE Individual Conferences          [DXS3] 
224.0.5.000-224.0.5.127 CDPD Groups                  [Bob Brenner] 
224.0.5.128-224.0.5.191 SIAC Market Service                  [Cho] 
224.0.5.192-224.0.5.255 SIAC NYSE Order PDP protocol        [Chan] 
224.0.6.000-224.0.6.127 Cornell ISIS Project           [Tim Clark] 
224.0.6.128-224.0.6.255 Unassigned       [IANA] 
224.0.7.000-224.0.7.255 Where-Are-You                    [Simpson] 
224.0.8.000-224.0.8.255 INTV                               [Tynan] 
224.0.9.000-224.0.9.255 Invisible Worlds                 [Malamud] 
224.0.10.000-224.0.10.255 DLSw Groups                        [Lee] 
224.0.11.000-224.0.11.255 NCC.NET Audio                    [Rubin] 
224.0.12.000-224.0.12.063 Microsoft and MSNBC              [Blank] 
224.0.13.000-224.0.13.255 WorldCom Broadcast Services     [Barber] 
224.0.14.000-224.0.14.255 NLANR     [Wessels] 
224.0.15.000-224.0.15.255 Hewlett Packard         [van der Meulen] 
224.0.16.000-224.0.16.255 XingNet          [Uusitalo] 
224.0.17.000-224.0.17.031 Mercantile & Commodity Exchange [Gilani] 
224.0.17.032-224.0.17.063 NDQMD1     [Nelson] 
224.0.17.064-224.0.17.127 ODN-DTV     [Hodges] 
224.0.18.000-224.0.18.255 Dow Jones                         [Peng] 
224.0.19.000-224.0.19.063 Walt Disney Company             [Watson] 
224.0.19.064-224.0.19.095 Cal Multicast                    [Moran] 
224.0.19.096-224.0.19.127 SIAC Market Service                [Roy] 
224.0.19.128-224.0.19.191 IIG Multicast                     [Carr] 
224.0.19.192-224.0.19.207 Metropol                      [Crawford] 
224.0.19.208-224.0.19.239 Xenoscience, Inc.                 [Timm] 
224.0.19.240-224.0.19.255 HYPERFEED      [Felix] 
224.0.20.000-224.0.20.063 MS-IP/TV                          [Wong] 
224.0.20.064-224.0.20.127 Reliable Network Solutions      [Vogels] 
224.0.20.128-224.0.20.143 TRACKTICKER Group               [Novick] 
224.0.20.144-224.0.20.207 CNR Rebroadcast MCA   [Sautter] 
224.0.21.000-224.0.21.127 Talarian MCAST                  [Mendal] 
224.0.22.000-224.0.22.255 WORLD MCAST    [Stewart] 
224.0.252.000-224.0.252.255 Domain Scoped Group           [Fenner] 
224.0.253.000-224.0.253.255 Report Group                  [Fenner] 
224.0.254.000-224.0.254.255 Query Group                   [Fenner] 
224.0.255.000-224.0.255.255 Border Routers                [Fenner] 
 
224.1.0.0 - 224.1.255.255 (224.1/16) ST Multicast Groups [RFC1190,KS14] 
 
 
224.2.0.0 - 224.2.255.255 (224.2/16) SDP/SAP Block 
-------------------------------------------------- 
 
 224.2.0.0 - 224.2.127.253  Multimedia Conference Calls       [SC3] 
 224.2.127.254              SAPv1 Announcements               [SC3] 
 224.2.127.255              SAPv0 Announcements (deprecated)  [SC3] 
 224.2.128.0-224.2.255.255  SAP Dynamic Assignments           [SC3] 
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224.3.0.0 - 224.3.0.63 Nasdaqmdfeeds  (re-new/March 2003) [Nelson] 
224.3.0.64 - 224.251.255.255 Reserved                       [IANA] 
224.252.000.000-224.255.255.255 DIS Transient Groups        [IANA] 
225.000.000.000-231.255.255.255 Reserved       [IANA] 
232.000.000.000-232.255.255.255 Source Specific Multicast   [DRC3] 
233.000.000.000-233.255.255.255 GLOP Block                  [RFC3180] 
234.000.000.000-238.255.255.255 Reserved                    [IANA] 
 
239.000.000.000-239.255.255.255 Administratively Scoped    [IANA,RFC2365] 
 
 239.000.000.000-239.063.255.255 Reserved                    [IANA] 
 239.064.000.000-239.127.255.255 Reserved                    [IANA] 
 239.128.000.000-239.191.255.255 Reserved                    [IANA] 
 239.192.000.000-239.251.255.255 Organization-Local Scope   [Meyer,RFC2365] 
 239.252.000.000-239.252.255.255 Site-Local Scope (reserved)[Meyer,RFC2365] 
 239.253.000.000-239.253.255.255 Site-Local Scope (reserved)[Meyer,RFC2365] 
 239.254.000.000-239.254.255.255 Site-Local Scope (reserved)[Meyer,RFC2365] 
 239.255.000.000-239.255.255.255 Site-Local Scope           [Meyer,RFC2365] 
 239.255.002.002  rasadv                                    [Thaler]                         
 
There is a concept of relative addresses to be used with the scoped 
multicast addresses.  These relative addresses are listed here: 
 
 
Relative     Description                                       Reference 
---------    ------------------------------------------------- --------- 
  0          SAP Session Announcement Protocol                 [Handley] 
  1          MADCAP Protocol                                   [RFC2730] 
  2      SLPv2 Discovery                                   [Guttman] 
  3          MZAP      [Thaler] 
  4      Multicast Discovery of DNS Services        [Manning] 
  5      SSDP      [Goland] 
  6      DHCP v4        [Hall] 
  7          AAP       [Hanna] 
  8          MBUS                                              [RFC3259]   
  9-252      Reserved - To be assigned by the IANA   
  253        Reserved  
  254-255    Reserved - To be assigned by the IANA      
                                                  
These addresses are listed in the Domain Name Service under MCAST.NET 
and 224.IN-ADDR.ARPA. 
 
Note that when used on an Ethernet or IEEE 802 network, the 23 
low-order bits of the IP Multicast address are placed in the low-order 
23 bits of the Ethernet or IEEE 802 net multicast address 
1.0.94.0.0.0.  See the section on "IANA ETHERNET ADDRESS BLOCK". 
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