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Host Extensions for |P Milticasting
4. HOST GROUP ADDRESSES

Host groups are identified by class D IP addresses, i.e., those with
"1110" as their high-order four bits. Cdass E |IP addresses, i.e.
those with "1111" as their high-order four bits, are reserved for
future addressi ng nodes.

In Internet standard "dotted deci nal" notation, host group addresses
range from224.0.0.0 to 239. 255. 255.255. The address 224.0.0.0 is
guaranteed not to be assigned to any group, and 224.0.0.1 is assigned
to the permanent group of all IP hosts (including gateways). This is
used to address all nulticast hosts on the directly connected
network. There is no multicast address (or any other |P address) for
all hosts on the total Internet. The addresses of other well-known,
permanent groups are to be published in "Assigned Nunbers".

5. MODEL OF A HOST | P | MPLEMENTATI ON

The nulticast extensions to a host IP inplenentation are specified in
terms of the layered nodel illustrated below. |In this nodel, |CW
and (for level 2 hosts) IGQW are considered to be inplemented within
the I P nodul e, and the nmapping of | P addresses to | ocal network
addresses is considered to be the responsibility of |ocal network
nodul es. This nodel is for expository purposes only, and shoul d not
be construed as constraining an actual inplementation
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To provide level 1 multicasting, a host |P inplenmentation nust
support the transm ssion of multicast |IP datagrans. To provide |evel



2 nmulticasting, a host nust al so support the reception of nulticast

| P datagrans. Each of these two new services is described in a
separate section, below For each service, extensions are specified
for the IP service interface, the IP nodule, the |ocal network
service interface, and an Ethernet |ocal network nodule. Extensions
to |l ocal network nodul es other than Ethernet are nentioned briefly,
but are not specified in detail

6. SENDI NG MJULTI CAST | P DATAGRAMS
6.1. Extensions to the IP Service Interface

Mul ticast | P datagrans are sent using the sane "Send | P" operation
used to send unicast | P datagrans; an upper-|ayer protocol nodul e
nerely specifies an I P host group address, rather than an individua
| P address, as the destination. However, a nunber of extensions nay
be necessary or desirable.

First, the service interface should provide a way for the upper-I|ayer
protocol to specify the IP time-to-live of an outgoing nmulticast
datagram if such a capability does not already exist. |If the
upper -1 ayer protocol chooses not to specify a time-to-live, it should
default to 1 for all nulticast |IP datagrams, so that an explicit
choice is required to nulticast beyond a single network.

Second, for hosts that nmay be attached to nore than one network, the
service interface should provide a way for the upper-Ilayer protoco

to identify which network interface is be used for the nulticast
transmssion. Only one interface is used for the initia

transm ssion; nulticast routers are responsible for forwarding to any
ot her networks, if necessary. |If the upper-Ilayer protocol chooses
not to identify an outgoing interface, a default interface should be
used, preferably under the control of system managenent.

Third (level 2 inplenmentations only), for the case in which the host
is itself a nmenber of a group to which a datagramis being sent, the
service interface should provide a way for the upper-Ilayer protoco
to inhibit |local delivery of the datagram by default, a copy of the
datagramis | ooped back. This is a perfornmance optimzation for
upper-1layer protocols that restrict the menbership of a group to one
process per host (such as a routing protocol), or that handle

| oopback of group conmuni cation at a higher layer (such as a

nmul ticast transport protocol).

6.2. Extensions to the |IP Mdule

To support the sending of nulticast |P datagrans, the |IP nodul e nust
be extended to recogni ze | P host group addresses when routing

out goi ng datagrans. NMbst | P inplenentations include the follow ng

| ogi c:

if IP-destination is on the same | ocal network,
send datagramlocally to | P-destination
el se
send datagramlocally to GatewayTo( |P-destination )

To allow nulticast transm ssions, the routing |ogic nust be changed
to:

if IP-destination is on the sane | ocal network
or I P-destination is a host group,



send datagramlocally to | P-destination
el se
send datagramlocally to GatewayTo( |P-destination )

If the sending host is itself a nenber of the destination group on
the outgoing interface, a copy of the outgoing datagram nust be

| ooped- back for local delivery, unless inhibited by the sender
(Level 2 inplenmentations only.)

The | P source address of the outgoing datagram nust be one of the
i ndi vi dual addresses corresponding to the outgoing interface.

A host group address nust never be placed in the source address field
or anywhere in a source route or record route option of an outgoing
| P dat agram

6.3. Extensions to the Local Network Service |Interface

No change to the local network service interface is required to
support the sending of nmulticast |IP datagrans. The | P nodule nerely
specifies an I P host group destination, rather than an individual |IP
destination, when it invokes the existing "Send Local" operation

6.4. Extensions to an Ethernet Local Network Mdul e

The Ethernet directly supports the sending of local multicast packets
by allowing nulticast addresses in the destination field of Ethernet
packets. Al that is needed to support the sending of nulticast IP
datagrans is a procedure for mapping | P host group addresses to

Et hernet multicast addresses.

An | P host group address is mapped to an Ethernet nulticast address
by placing the | oworder 23-bits of the IP address into the | ow order
23 bits of the Ethernet multicast address 01-00-5E-00-00-00 (hex).
Because there are 28 significant bits in an I P host group address,
nore than one host group address nmay nmap to the sanme Ethernet
nmul ti cast address.

6.5. Extensions to Local Network Mdul es other than Ethernet

O her networks that directly support multicasting, such as rings or
buses confornming to the | EEE 802.2 standard, may be handl ed the sane
way as Ethernet for the purpose of sending multicast |P datagrans.
For a network that supports broadcast but not multicast, such as the

Experimental Ethernet, all |IP host group addresses nmay be mapped to a
single | ocal broadcast address (at the cost of increased overhead on
all local hosts). For a point-to-point link joining two hosts (or a

host and a nulticast router), multicasts should be transmtted
exactly like unicasts. For a store-and-forward network |ike the
ARPANET or a public X 25 network, all |P host group addresses m ght
be mapped to the well-known | ocal address of an IP nulticast router
a router on such a network would take responsibility for conpleting
nmul ticast delivery within the network as well as anong networks.

7. RECEI VI NG MULTI CAST | P DATAGRANG
7.1. Extensions to the IP Service Interface
Incoming nulticast | P datagrans are recei ved by upper-1layer protoco

nodul es using the sane "Receive |IP" operation as normal, unicast
datagrans. Sel ection of a destination upper-|ayer protocol is based



on the protocol field in the | P header, regardl ess of the destination
| P address. However, before any datagrans destined to a particul ar
group can be received, an upper-layer protocol nust ask the |IP nodul e
to join that group. Thus, the IP service interface nust be extended
to provi de two new operations:

Joi nHost Goup ( group-address, interface )
LeaveHost Group ( group-address, interface )

The Joi nHost G oup operation requests that this host becone a nenber
of the host group identified by "group-address" on the given network
interface. The LeaveG oup operation requests that this host give up
its menbership in the host group identified by "group-address" on the
given network interface. The interface argunent may be omitted on
hosts that support only one interface. For hosts that may be
attached to nore than one network, the upper-layer protocol nay
choose to | eave the interface unspecified, in which case the request
will apply to the default interface for sending multicast datagrans
(see section 6.1).

It is pernmissible to join the sane group on nore than one interface,
in which case duplicate nulticast datagrans nay be received. It is
al so permssible for nore than one upper-layer protocol to request
nmenber ship in the same group.

Bot h operations should return inmediately (i.e., they are non-

bl ocki ng operations), indicating success or failure. Either
operation may fail due to an invalid group address or interface
identifier. JoinHostGroup may fail due to lack of |ocal resources.
LeaveHost G oup may fail because the host does not belong to the given
group on the given interface. LeaveHostGoup nmay succeed, but the
nenbership persist, if nore than one upper-|ayer protocol has
requested nmenbership in the same group

7.2. Extensions to the | P Mdule

To support the reception of multicast |IP datagranms, the |P nodul e
nmust be extended to maintain a |ist of host group nenberships
associated with each network interface. An incom ng datagram
destined to one of those groups is processed exactly the same way as
dat agrans destined to one of the host's individual addresses.

| ncom ng dat agrans destined to groups to which the host does not

bel ong are discarded w thout generating any error report or |og
entry. On hosts with nore than one network interface, if a datagram
arrives via one interface, destined for a group to which the host

bel ongs only on a different interface, the datagramis quietly

di scarded. (These cases should occur only as a result of inadequate
nmul ticast address filtering in a |local network nodul e.)

An incoming datagramis not rejected for having an IP tine-to-live of
1 (i.e., the tine-to-live should not automatically be decrenmented on
arriving datagrans that are not being forwarded). An incom ng
datagramwith an | P host group address in its source address field is
quietly discarded. An ICW error nessage (Destination Unreachabl e,

Ti me Exceeded, Paraneter Problem Source Quench, or Redirect) is
never generated in response to a datagram destined to an | P host

group.

The list of host group menberships is updated in response to
Joi nHost G oup and LeaveHost Group requests from upper-| ayer protocols.



Each nenbershi p shoul d have an associated reference count or simlar
nmechani smto handle nultiple requests to join and | eave the sane
group. On the first request to join and the |last request to | eave a
group on a given interface, the |l ocal network nodule for that
interface is notified, so that it may update its nulticast reception
filter (see section 7.3).

The | P nodul e nust al so be extended to inplenent the | GW protocol
specified in Appendix |I. IGW is used to keep nei ghboring multicast
routers informed of the host group nenbershi ps present on a
particul ar local network. To support |GW, every |level 2 host nust
join the "all-hosts" group (address 224.0.0.1) on each network
interface at initialization time and nust remain a nenber for as |ong
as the host is active.

(Datagrans addressed to the all-hosts group are recogni zed as a
speci al case by the multicast routers and are never forwarded beyond
a single network, regardless of their tinme-to-live. Thus, the all-
hosts address may not be used as an internet-w de broadcast address.
For the purpose of |GW, nenbership in the all-hosts group is really
necessary only while the host belongs to at | east one other group
However, it is specified that the host shall renain a menber of the
all-hosts group at all times because (1) it is sinpler, (2) the
frequency of reception of unnecessary | GW queries should be | ow
enough that overhead is negligible, and (3) the all-hosts address nay
serve other routing-oriented purposes, such as advertising the
presence of gateways or resolving | ocal addresses.)

7.3. Extensions to the Local Network Service Interface

I ncom ng | ocal network multicast packets are delivered to the IP
nodul e using the sane "Receive Local" operation as |ocal network
uni cast packets. To allow the IP nodule to tell the |ocal network
nodul e which nmulticast packets to accept, the |ocal network service
interface is extended to provide two new operations:

Joi nLocal G oup ( group-address )
LeaveLocal G oup ( group-address )

where "group-address" is an | P host group address. The

Joi nLocal G oup operation requests the | ocal network nodule to accept
and del i ver up subsequently arriving packets destined to the given IP
host group address. The LeavelLocal G oup operation requests the |oca
network nodule to stop delivering up packets destined to the given IP
host group address. The local network nodule is expected to map the
| P host group addresses to |ocal network addresses as required to
update its nulticast reception filter. Any local network nodule is
free to ignore LeavelLocal G oup requests, and may deliver up packets
destined to nore addresses than just those specified in

Joi nLocal G oup requests, if it is unable to filter incom ng packets
adequat el y.

The | ocal network nodul e nust not deliver up any nulticast packets
that were transmitted fromthat nodul e; |oopback of multicasts is
handl ed at the IP layer or higher.

7.4. Extensions to an Ethernet Local Network Mdul e

To support the reception of multicast |P datagranms, an Ethernet
nodul e nust be able to receive packets addressed to the Ethernet
nmul ticast addresses that correspond to the host's | P host group
addresses. It is highly desirable to take advantage of any address



filtering capabilities that the Ethernet hardware interface may have
so that the host receives only those packets that are destined to it.

Unfortunately, many current Ethernet interfaces have a small limt on
t he nunber of addresses that the hardware can be configured to
recogni ze. Nevertheless, an inplenentation nmust be capabl e of
listening on an arbitrary nunber of Ethernet nulticast addresses,

whi ch may nmean "opening up" the address filter to accept al

nmul ti cast packets during those periods when the nunber of addresses
exceeds the limt of the filter

For interfaces with inadequate hardware address filtering, it may be
desirabl e (for performance reasons) to perform Ethernet address
filtering within the software of the Ethernet nmodule. This is not
nmandat ory, however, because the IP nodule perfornms its own filtering
based on | P destinati on addresses.

APPENDI X |. | NTERNET GROUP MANAGEMENT PROTOCOL (| GWP)

The I nternet G oup Managenent Protocol (IGW) is used by IP hosts to
report their host group nenberships to any i nmediatel y-nei ghbori ng
nmul ticast routers. |1GQW is an asymetric protocol and is specified
here fromthe point of view of a host, rather than a multicast
router. (IGW may al so be used, symmetrically or asymetrically,
between nulticast routers. Such use is not specified here.)

Like ICOWP, IGW is a integral part of IP. It is required to be

i mpl emented by all hosts conforming to level 2 of the IP nmulticasting
specification. |QVP nessages are encapsulated in |IP datagrans, with
an | P protocol nunber of 2. Al |GW nessages of concern to hosts
have the foll owi ng format:

0 1 2 3
01234567890123456789012345678901
B S i i i i o e ny St S S S S e 2
| Version| Type | Unused | Checksum |
B S i i i i o e ny St S S S S e 2
| Group Address |

T I I S S T it It S S S i S S S S S S

Ver si on

This meno specifies version 1 of IGW. Version 0 is specified
in RFC-988 and i s now obsol ete.

Type
There are two types of | GW nessage of concern to hosts:

1
2

Host Menbership Query
Host Menbershi p Report

Unused

Unused field, zeroed when sent, ignored when received.
Checksum

The checksumis the 16-bit one's conpl enent of the one's

conpl enent sum of the 8-octet | GW nessage. For conputing
t he checksum the checksumfield is zeroed.



G oup Address

In a Host Menbership Query nmessage, the group address field
is zeroed when sent, ignored when received.

In a Host Menbership Report nessage, the group address field
hol ds the | P host group address of the group being reported.

I nformal Protocol Description

Mil ticast routers send Host Menbership Query nessages (hereinafter
cal l ed Queries) to discover which host groups have nmenbers on their
attached | ocal networks. Queries are addressed to the all-hosts
group (address 224.0.0.1), and carry an IP tinme-to-live of 1

Hosts respond to a Query by generating Host Menbership Reports
(hereinafter called Reports), reporting each host group to which they
bel ong on the network interface fromwhich the Query was received.

In order to avoid an "inplosion" of concurrent Reports and to reduce
the total nunber of Reports transmitted, two techniques are used:

1. Wien a host receives a Query, rather than sending Reports
i medi ately, it starts a report delay tiner for each of its
group nenberships on the network interface of the incom ng
Query. Each tiner is set to a different, randon y-chosen
val ue between zero and D seconds. Wien a tiner expires, a
Report is generated for the correspondi ng host group. Thus,
Reports are spread out over a D second interval instead of
all occurring at once.

2. A Report is sent with an | P destination address equal to the
host group address being reported, and with an IP
time-to-live of 1, so that other nenbers of the sane group on
the same network can overhear the Report. |If a host hears a
Report for a group to which it belongs on that network, the
host stops its own tinmer for that group and does not generate
a Report for that group. Thus, in the normal case, only one
Report will be generated for each group present on the
network, by the nenmber host whose delay tiner expires first.
Note that the multicast routers receive all |IP nulticast
dat agrans, and therefore need not be addressed explicitly.
Further note that the routers need not know whi ch hosts
belong to a group, only that at |east one host belongs to a
group on a particul ar network.

There are two exceptions to the behavior described above. First, if
a report delay timer is already running for a group menbership when a
Query is received, that tinmer is not reset to a new random val ue, but
rather allowed to continue running with its current value. Second, a
report delay tiner is never set for a host's nenbership in the all-
hosts group (224.0.0.1), and that nmenbership is never reported.

I f a host uses a pseudo-random nunber generator to conpute the
reporting del ays, one of the host's own individual |P address should
be used as part of the seed for the generator, to reduce the chance
of multiple hosts generating the same sequence of del ays.

A host should confirmthat a received Report has the same | P host
group address in its IP destination field and its | GW group address
field, to ensure that the host's own Report is not cancelled by an
erroneous received Report. A host should quietly discard any | GW



nessage of type other than Host Menbership Query or Host Menbership
Report.

Mul ticast routers send Queries periodically to refresh their

know edge of nenberships present on a particular network. If no
Reports are received for a particular group after sonme nunber of
Queries, the routers assune that that group has no | ocal nenbers and
that they need not forward renotely-originated nmulticasts for that
group onto the local network. Queries are nornmally sent infrequently
(no nore than once a mnute) so as to keep the | GW overhead on hosts
and networks very |low. However, when a multicast router starts up,

it may issue several closely-spaced Queries in order to build up its
know edge of | ocal nenbershi ps quickly.

When a host joins a new group, it should imedi ately transmt a
Report for that group, rather than waiting for a Query, in case it is
the first nenber of that group on the network. To cover the
possibility of the initial Report being |ost or danaged, it is
recomrended that it be repeated once or twice after short delays. (A
sinple way to acconplish this is to act as if a Query had been
received for that group only, setting the group's random report del ay
timer. The state transition diagrambelow illustrates this
approach.)

Note that, on a network with no nulticast routers present, the only
IGw traffic is the one or nore Reports sent whenever a host joins a
new group.

State Transition D agram

| GWP behavior is nore formally specified by the state transition
di agram bel ow. A host may be in one of three possible states, with
respect to any single | P host group on any single network interface:

- Non- Menber state, when the host does not belong to the group
on the interface. This is the initial state for al
nmenber shi ps on all network interfaces; it requires no storage
in the host.

- Del ayi ng Menber state, when the host belongs to the group on
the interface and has a report delay tinmer running for that
nenber shi p.

- Idle Menber state, when the host belongs to the group on the
interface and does not have a report delay tinmer running for
t hat menber shi p.

There are five significant events that can cause | GW state
transitions:

- "join group" occurs when the host decides to join the group on
the interface. It may occur only in the Non-Menber state.

- "leave group" occurs when the host decides to | eave the group
on the interface. It may occur only in the Del ayi ng Menber
and I dl e Menber states.

- "query received" occurs when the host receives a valid | GW
Host Menbership Query nessage. To be valid, the Query nessage
nmust be at |east 8 octets |long, have a correct | GW
checksum and have an | P destination address of 224.0.0. 1.

A single Query applies to all nenberships on the



interface fromwhich the Query is received. It is ignored for
nmenber shi ps in the Non- Menber or Del ayi ng Menber state.

- "report received" occurs when the host receives a valid | GW
Host Menbership Report nessage. To be valid, the Report
nessage nust be at |least 8 octets long, have a correct | GW
checksum and contain the sane I P host group address inits IP
destination field and its | GW group address field. A Report
applies only to the nmenbership in the group identified by the
Report, on the interface fromwhich the Report is received
It is ignored for nmenberships in the Non-Menber or Idle Menber
state.

- "timer expired" occurs when the report delay tinmer for the
group on the interface expires. |t may occur only in the
Del ayi ng Menber state.

Al'l other events, such as receiving invalid | G/ nessages, or | GW
nessages other than Query or Report, are ignored in all states.

There are three possible actions that nmay be taken in response to the
above events:

- "send report" for the group on the interface.

"start timer" for the group on the interface, using a random
del ay val ue between 0 and D seconds.

"stop timer" for the group on the interface.
In the following diagram each state transition arc is labelled with

the event that causes the transition, and, in parentheses, any
actions taken during the transition.

|
| eave group | join group | eave group
(stop tiner) | (send report,
| start tinmer)
|
| <o |
| |
| <o |
| query received
Del ayi ng Menber | (start tinmer) | I dl e Menber

| report received
| (stop tiner) |

timer expired
(send report)

The all-hosts group (address 224.0.0.1) is handled as a special case.



The host starts in Idle Menber state for that group on every
interface, never transitions to another state, and never sends a
report for that group.

Pr ot ocol Paraneters

The maxi mum report delay, D, is 10 seconds.

10



RFC 1700 (REsumO)

| NTERNET MULTI CAST ADDRESSES
(1 ast updated 2002-05-02)

Host Extensions for |IP Milticasting [ RFCL112] specifies the extensions
requi red of a host inplenentation of the Internet Protocol (IP) to
support multicasting. The nmulticast addressess are in the range
224.0.0.0 through 239. 255. 255. 255. Current addresses are |isted bel ow

The range of addresses between 224.0.0.0 and 224.0. 0. 255, incl usive,
is reserved for the use of routing protocols and other |owlevel

t opol ogy di scovery or nmai ntenance protocols, such as gateway discovery
and group nenbership reporting. Milticast routers should not forward
any nmulticast datagramw th destinati on addresses in this range,
regardl ess of its TTL.

224.0.0.0 - 224.0.0.255 (224.0.0/24) Local Network Control Bl ock

224.0.0.0 Base Address (Reserved) [ RFC1112, JBP]
224.0.0.1 Al Systenms on this Subnet [ RFC1112, JBP]
224.0.0.2 Al Routers on this Subnet [ JBP]
224.0.0.3 Unassigned [JBP]
224.0.0.4 DVMRP Rout er s [ RFC1075, JBP]
224.0.0.5 OSPFIGP OSPFIGP Al Routers [ RFC2328, JXML]
224.0.0.6 OSPFIGP OSPFI GP Designated Routers [ RFC2328, JXML]
224.0.0.7 ST Routers [ RFC1190, KS14]
224.0.0.8 ST Hosts [ RFC1190, KS14]
224.0.0.9 R P2 Routers [ RFC1723, GSML1]
224.0.0.10 IGRP Routers [ Fari nacci ]
224.0.0.11 Mobil e-Agents [Bill Sinpson]
224.0.0.12 DHCP Server / Relay Agent [ RFC1884]
224.0.0.13 All PIM Routers [ Fari nacci ]
224.0. 0. 14 RSVP- ENCAPSULATI ON [ Braden]
224.0.0.15 all-cbt-routers [ Bal I ardi €]
224.0.0. 16 desi gnat ed- sbm [ Baker]
224.0.0.17 all-sbns [ Baker]
224.0.0.18 VRRP [ H nden]
224.0.0.19 | PAII L1l Ss [ Przygi enda]
224.0.0.20 I PAII L2I Ss [ Przygi enda]
224.0.0.21 IPA I I nternedi ate Systens [ Przygi enda]
224.0.0.22 1GwW [ Deeri ng]

224.0.0.23 GOBECAST-I1D [ Scannel I]
224.0. 0. 24 Unassi gned [JBP]
224.0.0.25 router-to-switch [ W]
224.0.0. 26 Unassi gned [JBP]
224.0.0.27 Al MPP Hell o [ Marti ni cky]
224.0.0.28 ETC Control [ Pol i shi nski ]
224.0.0.29 GE- FANUC [ Wacey]
224.0.0. 30 i ndi go-vhdp [ Caughi €]
224.0.0. 31 shi nbroadband [Kittivat charapong]
224.0.0.32 digistar [ Ker kan]
224.0.0. 33 ff-system nanagenent [ A anzer]
224.0.0. 34 pt2-di scover [ Kanmer | ander ]
224.0.0. 35 DXCLUSTER [ Kooprran]
224.0.0.36 DTCP Announcenent [ G piere]
224.0.0.37-224.0.0. 68 zeroconf addr (renew 12/ 02) [ Gutt man]
224.0.0.69-224.0.0. 100 Reserved [ 1 ANA]



. 101 ci sco-nhap [ Bakke]
. 102 HSRP [WI son]
. 103 MDAP [ Del eu]
. 104- 224. 0. 0. 250 Unassi gned [ JBP]
. 251 nDNS [ Cheshire]
. 252-224. 0. 0. 255 Unassi gned [ JBP]
.0 - 224.0.1.255 (224.0.1/24) Internetwork Control Bl ock
VMIP Managers G oup [ RFC1045, DRC3]
NTP Net wor k Ti me Prot ocol [ RFC1119, DLML]
Sd - Dogf i ght [ AXQ
Rwhod [ SXDO]
VNP [ DRC3]
Artificial Horizons - Aviator [ BXF]
NSS - Nane Service Server [ BXS?]
AUDI ONEWS - Audi o News Mul ti cast [ MXF2]
SUN NI S+ I nformation Service [ CXVB]
MIP Mul ticast Transport Protocol [ SXA]
10 | ETF-1- LOW AUDI O [ SC3]
11 | ETF-1- AUDI O [ SC3]
12 | ETF-1- VI DEO [ SC3]
13 | ETF-2- LOW AUDI O [ SC3]
14 | ETF-2- AUDI O [ SC3]
15 | ETF- 2- VI DEO [ SC3]
16 MJSI G SERVI CE [ Gui do van Rossuni
17 SEANET- TELEMETRY [ Andrew Maf fei]
18 SEANET- | MAGE [ Andrew Maf f ei ]
19 M.QADD [ Braden]
20 any private experinent [ JBP]
21 DVMRP on MOSPF [ John Moy]
22 SVRLCC [ Vei zades]
23 Xl NGTV [ Gor don]
24 microsoft-ds <ar nol dm@ri cr osoft. conp
25 nbc-pro <bl oomer @i r ch. crd. ge. con®
26 nbc-pfn <bl ooner @i r ch. crd. ge. conpr
27 I msc-calren-1 [ Uang]
28 | nsc-calren-2 [ Uang]
29 I nsc-calren-3 [ Uang]
30 I msc-calren-4 [ Uang]
31 anpr-info [ Janssen]
32 ntrace [ Casner]
33 RSVP-encap-1 [ Braden]
34 RSVP-encap- 2 [ Braden]
35 SVRLOC- DA [ Vei zades]
36 rln-server [ Kean]
37 proshare-nt [ Lewi s]
38 dantz [ Zul ch]
39 ci sco-rp-announce [ Fari nacci ]
40 ci sco-rp-di scovery [ Fari nacci ]
41 gat ekeeper [ Toga]
42 i beri aganes [ Mar ocho]
43 nwn-di scovery [ Zwenmrer ]
44 nwn- adapt or [ Zwenmrer ]
45 isma-1 [ Dunne]
46 isma-2 [ Dunne]
47 telerate [ Peng]
48 ci ena [ Rodbel I']
49 dcap-servers [ RFC2114]
50 dcap-clients [ RFC2114]
51 ntntp-directory [ Rupp]

COOOO00O0O0O000O00OO0O00000000O0O000000000O000000O0O00OO00O000000O00O000O0
PRRPERPPRPRPRRERRPRRRERPRRERRERRERERRERRRRERRERERRPRRERERRERERRERRERRERRERERRERERRERERRE

12



224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,
224,

OO0 0000000000000 0000000000000000000000000000000000000000000000
s s s s s s e i i e e

.52

53
54
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85
86
87
88
89
90
91
92
93
94
95
96
97
98
99

. 100
. 101
. 102
. 103
. 104
. 105
. 106
. 107
. 108
. 109
. 110
111
. 112
. 113

nbone-vcr-directory
heart beat
sun-nc-grp
ext ended- sys

pdr ncs
tns-adv-mul ti
vcal s-dmu
zuba

hp- devi ce- di sc
t ms- producti on
sunscal ar
mt p- pol
conpag- peer

i app

mul ti hasc-com
serv-di scovery
ndhcpdi sover

MVP- bundl e- di scoveryl
MWP- bundl e- di scovery?2
XYPO NT DGPS Dat a Feed
G | at SkySur fer
Shar esLi ve

Nor t her nDat a
SIP

| APP
ACENTVI EW
Tibco Multicastl
Ti bco Multicast?2
VBP
OIT (One-way Trip Tinme)
TRACKTI CKER
dt n-nc
j i ni -announcenent
jini-request
sde-di scovery

Di recPC Sl
B1RMoni t or
3Com AMP3 dRMON

i nFt mBvc

NQDSA

NQDS5

NQDS6

NLVL12

NTDS1

NTDS2

NODSA

NODSB

NODSC

NODSD

NQDSAR

NQDS5R

NQDS6R
NLVL12R
NTDS1R
NTDS2R
NCDSAR
NCDSBR
NCDSCR
NCDSDR
MRM
TVE- FI LE
TVE- ANNOUNCE

[ Hol f el der]
[ Mamakos]
[ DeMbney]
[ Pool €]
[ W ssenbach]
[ Al bi n]
[ Shi ndoh]
[ Jackson]
[Al bright]
[Glani]
[ G bson]
[ Cost al es]
[ Vol pe]
[ Mei er]
[ Brockbank]
[ Hont on]
[ RFC2730]
[ Mal ki n]
[ Mal ki n]
[ G een]
[Gal]
[ Rowat t]
[ Sheer s]
[ Schul zri nne]
[ Moel ar d]
[lyer]
[ Shuni
[ Shuni
[ Caves]
[ Schwart z]
[ Novi ck]
[ Gaddi €]
[ Scheifler]
[ Scheifler]
[ Aronson]
[Dillon]
[ Pur ki ss]
[ Bant hi a]
(F | [Bhatti]
ynn
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[ Fl ynn]
[Vei ]
[ Bl ackketter]
[ Bl ackketter]
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. 157
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. 161
. 162
. 163
. 164
. 165
. 166
. 167
. 168
. 169
. 170
171
172
. 173
174
. 175

Mac Srv Loc [ Wodcock]
Sinpl e Mil ticast [Crowcroft]
Spect raLi nkGW [ Ham | t on]

di ebol dntast [ Mar sh]

Tivoli Systemns [Gabri el ]
pg- | i c- ntast [ Sl edge]
HYPERFEED [ Kreut zj ans]

Pi pespl at form [Dissett]
Li ebDeviMgng- DM [ Vel t en]

TRI BALVA CE [ Thompson]

Unassi gned (Retracted 1/29/01)

Pol yCom Rel ay1l [ Coutiere]
Infront Multil [ Li ndeman]

XRX DEVI CE DI SC [ ang]

CNN [ Lynch]
PTP-pri mary [ Ei dson]

PTP-al ternatel [ Ei dson]

PTP-al t er nat e2 [ Ei dson]

PTP- al t er nat e3 [ Ei dson]

Pr oCast [ Revzen]

3Com Di scp [ Whi t e]

CS-Mul ticasting [ St anev]
TS-MC-1 [ Svei strup]

Make Source [ Daga]

Tel ebor sa [Strazzera]
SUMAConfi g [ Val I ach]

Unassi gned

DHCP- SERVERS [Hal 1]

CN Router-LL [ Armitage]

EMA N [ Quer ubi n]

Al cheny d uster [ O Rourke]

Sat cast One [ Nevel | ]

Sat cast Two [ Nevel | ]

Sat cast Three [ Nevel | ]

Intline [ SIiw nski]

8x8 Milti cast [ Roper]

Unassi gned [ IBP]
Intline-1 [ SIiw nski]
Intline-2 [ SIiw nski]
Intline-3 [ SIiw nski]
Intline-4 [ SIiw nski]
Intline-5 [ SIiw nski]
Intline-6 [ SIiw nski]
Intline-7 [ SIiw nski]
Intline-8 [ SIiw nski]
Intline-9 [ SIiw nski]
Intline-10 [ SIiw nski]
Intline-11 [ SIiw nski]
Intline-12 [ SIiw nski]
Intline-13 [ SIiw nski]
Intline-14 [ SIiw nski]
Intline-15 [ SIiw nski]
nmarr at ech-cc [ Par nes]
EMS- | nt er Dev [ Lyda]
itb301 [ Rueskanp]
rtv-audio [ Adans]
rtv-video [ Adans]
HAVI - Si m [ Wasserrot h]
Noki a O uster [ O Rourke]

host - r equest
host - announce
pt k- cl ust er

[ K. Thonmpson]
[ K. Thonpson]
[ Hodgson]
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224.0.1.176 Proxi m Protocol [ Shukl a]
224.0.1.177-224.0.1.255 Unassigned [ JBP]
224.0.2.1 "rwho" Goup (BSD) (unofficial) [ JBP]
224.0.2.2 SUN RPC PMAPPROC CALLIT [ BXEL]
224.0.2.0 - 224.0.255.0 AD HOC Bl ock

224.0.2.064-224.0.2.095 S| AC MDD Service [ Tse]
224.0.2.096-224.0.2.127 Cool Cast [Bal I ister]
224.0.2.128-224.0.2.191 WXZ- Gar age [ Mar quar dt ]
224.0.2.192-224.0.2. 255 SI AC MDD Mar ket Service [ Lanmber g]
224.0. 3. 000-224. 0. 3. 255 RFE CGeneric Service [ DXS3]
224.0. 4.000-224.0. 4. 255 RFE | ndi vi dual Conferences [ DXS3]
224.0.5.000-224.0.5. 127 CDPD G oups [ Bob Brenner]
224.0.5.128-224.0.5.191 SI AC Market Service [ Cho]
224.0.5.192-224.0.5. 255 SI AC NYSE Order PDP protocol [ Chan]
224.0.6.000-224.0.6.127 Cornell 1SI'S Project [ Timd ar k]
224.0. 6. 128-224. 0. 6. 255 Unassi gned [ 1 ANA]
224.0.7.000-224.0.7.255 Were-Are-You [ Si npson]
224.0. 8. 000- 224. 0. 8. 255 I NTV [ Tynan]
224.0.9.000-224.0.9.255 Invisible Wrlds [ Mal anud]
224.0.10. 000- 224. 0. 10. 255 DLSw G oups [ Lee]
224.0.11. 000- 224. 0. 11. 255 NCC. NET Audi o [ Rubi n]
224.0.12. 000- 224. 0. 12. 063 M crosoft and MSNBC [ Bl ank]
224.0. 13. 000- 224. 0. 13. 255 Wir| dCom Br oadcast Servi ces [ Bar ber]
224. 0. 14. 000- 224. 0. 14. 255 NLANR [ Wessel s]
224.0. 15. 000- 224. 0. 15. 255 Hew ett Packard [van der Meul en]
224.0. 16. 000- 224. 0. 16. 255 Xi ngNet [ Uusi tal o]
224.0.17.000-224.0.17.031 Mercantile & Commodity Exchange [G | ani ]
224.0.17.032-224.0.17. 063 NDQVD1L [ Nel son]
224.0.17.064-224.0.17. 127 CDN- DTV [ Hodges]
224.0.18. 000- 224. 0. 18. 255 Dow Jones [ Peng]
224.0.19. 000- 224. 0. 19. 063 Walt Di sney Company [ Wat son]
224.0. 19. 064- 224. 0. 19. 095 Cal Ml ti cast [ Mor an]
224.0.19. 096- 224. 0. 19. 127 SI AC Market Service [ Roy]
224.0.19.128-224.0.19.191 I1G Mul ticast [Carr]
224.0.19.192-224. 0. 19. 207 Met ropol [ Crawf ord]
224.0. 19. 208-224. 0. 19. 239 Xenosci ence, Inc. [ Ti nmi
224.0.19. 240- 224. 0. 19. 255 HYPERFEED [ Felix]

224.0. 20. 000- 224. 0. 20. 063 Ms-1 P/ TV [ Wng]
224.0. 20. 064- 224. 0. 20. 127 Rel i abl e Network Sol uti ons [ Vogel s]
224.0. 20. 128- 224. 0. 20. 143 TRACKTI CKER G oup [ Novi ck]
224.0. 20. 144-224. 0. 20. 207 CNR Rebroadcast MCA [Sautter]
224.0.21. 000- 224. 0. 21. 127 Tal ari an MCAST [ Mendal ]
224.0. 22. 000- 224. 0. 22. 255 WORLD MCAST [Stewart]
224, 0. 252. 000- 224. 0. 252. 255 Donmai n Scoped G oup [ Fenner]
224. 0. 253. 000- 224. 0. 253. 255 Report G oup [ Fenner]
224. 0. 254. 000- 224. 0. 254. 255 Query G oup [ Fenner]
224, 0. 255. 000- 224. 0. 255. 255 Border Routers [ Fenner]

224.1.0.0 - 224.1.255.255 (224.1/16) ST Milticast G oups [ REC1190, KS14]

224.2.0.0 - 224.2.255. 255 (224.2/16) SDP/ SAP Bl ock

224.2.0.0 - 224.2.127.253 Miltinmedia Conference Calls [ SC3]
224.2.127. 254 SAPv1 Announcenents [ SC3]
224.2.127. 255 SAPvO Announcenents (deprecated) [SC3]
224.2.128. 0-224. 2. 255. 255 SAP Dynam ¢ Assi gnments [ SC3]
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224, 3.

224.3
224.2
225.0
232.0
233.0
234.0

239.0

239.
239.
239.
239.
239.
239.
239.
239.
239.

Ther e

0.
. 0.
52.
00.
00.
00.
00.

00.

000.
064.
128.
192.
252,
253.
254,
255,
255.

is

0 - 224.3.0.63 Nasdagndf eeds

64 -
000.
000.
000.
000.
000.

000.

a concept of

000.
000.
000.
000.
000.
000.
000.
000.
002.

(re-new March 2003) [ Nel son]

224, 251. 255. 255 Reserved [ 1 ANA]

000- 224. 255. 255. 255 DI S Transi ent G oups [ 1 ANA]

000- 231. 255. 255. 255 Reserved [ 1 ANA]

000- 232. 255. 255. 255 Source Specific Milticast [ DRC3]

000- 233. 255. 255. 255 GLCOP Bl ock [ RFC3180]

000- 238. 255. 255. 255 Reserved [ 1 ANA]

000- 239. 255. 255. 255 Admini stratively Scoped [ 1 ANA, RFC2365]
000- 239. 063. 255. 255 Reserved [ 1 ANA]
000- 239. 127. 255. 255 Reserved [ 1 ANA]
000- 239. 191. 255. 255 Reserved [ 1 ANA]
000- 239. 251. 255. 255 Organi zati on- Local Scope [ Meyer, RFC2365]
000- 239. 252. 255. 255 Site-Local Scope (reserved)[ Meyer, RFC2365]
000- 239. 253. 255. 255 Site-Local Scope (reserved)[ Meyer, RFC2365]
000- 239. 254, 255. 255 Site-Local Scope (reserved)[ Meyer, RFC2365]
000- 239. 255. 255. 255 Site-Local Scope [ Meyer, RFC2365]
002 rasadv [ Thal er]

nmul ti cast addr esses.

relative addresses to be used with the scoped

These rel ati ve addresses are |isted here:

Rel ati ve Descri ption Ref er ence
0 SAP Sessi on Announcenent Prot ocol [ Handl ey]
1 MADCAP Pr ot ocol [ RFC2730]
2 SLPv2 Di scovery [ Qutt man]

3 MZAP [ Thal er]

4 Mul ticast Discovery of DNS Services [ Manni ng]

5 SSDP [ Gol and]

6 DHCP v4 [Hall]

7 AAP [ Hanna]

8 MBUS [ RFC3259]
9- 252 Reserved - To be assigned by the | ANA

253 Reser ved

254- 255 Reserved - To be assigned by the | ANA

These addresses are listed in the Domai n Nane Servi ce under MCAST. NET
and 224. 1 N- ADDR. ARPA.

Not e that when used on an Et hernet or

| EEE 802 network, the 23

loworder bits of the IP Milticast address are placed in the | ow order

23 bits of the Ethernet or
1.0.94.0.0.0.

REFERENCES

[ RFC1045] Cheriton,

[ RFC1075]

Pr

ot ocol Specification",

D.,

February 1988.

[ RFC1112] De
STD 5, RFC 1112, Stanford University, August 1989.

[ RFC1119] M

and | npl ement ati on",

VWi t zman,

ering, S.,

Ils, D.,

D.,

| EEE 802 net nulticast address
See the section on "I ANA ETHERNET ADDRESS BLOCK".

"VMIP: Versatile Message Transaction

C. Partridge,
Mul ticast Routing Protocol",
Uni versity,

Novenber 1

988.

"Host Extensions for

“"Net work Ti ne Protocol

RFC 1045, Stanford University,

and S. Deering "D stance Vector
RFC- 1075, BBN STC, Stanford

IP Multicasting",

(Version 1), Specification

STD 12, RFC 1119, University of

16



Del aware, July 1988.

[ RFC1190] Topolcic, C, Editor, "Experinental Internet Stream
Protocol, Version 2 (ST-11)", RFC 1190, C P Wrking G oup,
Cct ober 1990.

[ RFC2328] My, J., "OSPF Version 2", STD 54, RFC 2328, Ascend
Conmmuni cations, April 1998.

[RFC1723] Malkin, G, "RIP Version 2: Carying Additional Information",
RFC 1723, Xyl ogics, Novenber 1994,

[ RFC1884] Hinden, R, and S. Deering, "IP Version 6 Addressing
Architecture", RFC 1884, |psilon Networks, Xerox PARC,
Decenber 1995.

[ RFC2114] Chiang, S, J. Lee adn H Yasuda, "Data Link Switching dient
Access Protocol", RFC 2114, Cisco, Mtsubishi
February 1997.

[ RFC2365] Meyer, D., "Administratively Scoped IP Milticast", RFC 2365,
University of Oregon, July 1998.

[ RFC2730] Hanna, S., Patel, B. and M Shah, "Milticast Address Dynam c
Client Allocation Protocol (MADCAP), Decenber 1999.

[ RFC3077] Duros, E., W Dabbous, H Ilzumiyama, N Fujii, and Y. Zhang,
“A Li nk-Layer Tunneling Mechani smfor Unidirectional Links",
RFC 3077, March 2001.

[RFC3259] J. Ot, C Perkins, and D. Kutscher, "A Message Bus for
Local Coordination", RFC 3259, April 2002.

17



